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In this article the authors develop goodness-of-fit tests for fuzzy-set analyses

to formally assess the fit between empirical information and various causal

hypotheses while accounting for measurement error in membership scores.

These goodness-of-fit tests, and the accompanying logic, provide a sound

inferential foundation for fuzzy-set methodology. The authors also develop

descriptive measures to complement these tests. Examples from Stryker and

Eliason (2003) and Mahoney (2003) show how goodness-of-fit tests and

descriptive measures may be used to assess individual causal factors as well

as conjunctions of factors. The authors show how these tools provide more

information in a fuzzy-set analysis than do tests currently in use. In providing

this inferential foundation, the authors also show that fuzzy-set methods

(a) are no less amenable to falsificationist methods of the Neyman-Pearson

type than are standard statistical techniques and (b) may be usefully applied in

either an exploratory/inductive or a confirmatory/deductive research design.

Keywords: Fuzzy-set; goodness-of-fit; causal inference, necessity;

sufficiency

Fuzzy-set theory and methods were developed in part to address per-

ceived deficiencies in probability theory when dealing with specific,

largely linguistic and semantic, types of uncertainty in empirical informa-

tion (Zadeh 1995). They now have become an increasingly important and

powerful methodological lens in social science research. As with the

increased visibility of Bayesian statistical methods in the social sciences

(e.g., Western and Jackman 1994; Western 1998, 2001), the past decade or

so has witnessed a noticeable, though relatively modest, increase in the use

of fuzzy-set theories and methodologies. These include theoretical consid-

erations in understanding the self as a fuzzy-set system of social roles

(Montgomery 1998, 2000) and in understanding decision-making processes

(Arfi 2005, 2006), measurement considerations in the study of sterilization
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(Rindfus and Liao 1988), methodological considerations in grade-of-

membership techniques (Manton et al. 1987; Manton et al. 1992), and

myriad other research settings (e.g., Mahoney 2003; Stryker and Eliason

2003, 2004; Goertz and Mahoney 2004; Stryker, Eliason, and Tranby 2008;

Ragin and Pennings 2005).1 Perhaps most notable in sociology is Charles

Ragin’s (2000) recent harnessing of fuzzy-set logic for use in qualitative-

comparative research in assessing necessary and sufficient causal relations.

This is a major advance given (a) that many statistical models typically used

by social scientists are not well suited to assessing hypotheses involving

necessary and sufficient causal relations and (b) the rather ubiquitous nature

of such hypotheses and explanations in the social sciences. See, for example,

Goertz’s (2003:76-94) list of 150 hypotheses in the social science literature

that involve necessary conditions.2

Development of fuzzy-set theory and methods, however, dates back to

the 1930s when Max Black (1937) initially laid the theory’s logical foun-

dation. It was not until the 1960s that the theory of fuzzy sets significantly

evolved in the work of engineer Lotfi Zadeh (1965). From these roots,

concepts and applications of fuzzy-set logic developed largely in research

on expert systems and artificial intelligence, helping to solve problems

requiring the identification of an object as belonging to some class or set

of objects (e.g., McNeill and Freiberger 1993; Laviolette et al. 1995).

Fuzzy-set methods and accompanying computer algorithms are now com-

monly used in diverse areas including optical character recognition (such

as that used in pen-based handheld and tablet computers), so-called smart

devices (such as intelligent household appliances), and identification

recognition (implemented in airport security).

Newly developed methods are often met with much debate, critique,

and intense scrutiny—as they should be in any science. Consistent with

Authors’ Note: The methods discussed in this article were presented at the Robert Schuman

Center for Advanced Studies, European University Institute, Florence; the Department of

Social and Political Studies, University of Milan; the Department of Sociology, University

of Stockholm; the Max Planck Institute for the Study of Societies, Cologne; the University of

Iowa Theory Workshop; the Minnesota Population Center, University of Minnesota; and the

annual meetings of Research Committee 19 of the International Sociological Association,

Toronto (2003) and Paris (2004). We thank Joakim Palme, Sheldon Stryker, and all the partici-

pants in these seminars and workshops for their constructive feedback. We also thank the

Robert Schuman Center, which supported this research while Stryker was a Jean Monnet Fel-

low and Eliason was a visiting fellow. Please address correspondence to Scott Eliason, Social

Sciences Building, 1145 E. South Campus Drive, Tucson, AZ 85721; e-mail: seliason@email.

arizona.edu. An online appendix is available at http://smr.sagepub.com/supplemental.

Eliason, Stryker / Fuzzy-Set Analysis 103

 at University of Houston-Downtown on February 23, 2015smr.sagepub.comDownloaded from 

http://smr.sagepub.com/


this, debates about the status of fuzzy-set theory relative to probability

theory appear in full bloom (e.g., Almond 1995; Kandel, Martins, and

Pacheco 1995; Laviolette et al. 1995; Zadeh 1995). At the same time,

scholars are further establishing the theoretical foundations underlying the

idea of fuzzy random variables in statistics as well as the use of fuzzy-set

techniques and algorithms in engineering and computer science (e.g., Puri

and Ralescu 1985; Klament, Puri, and Ralescu 1986; Stojakovic and Sto-

jakovic 1996). Thus, it appears that fuzzy-set techniques in many areas of

engineering and science, including the social sciences, are here to stay.

In this article we build on Ragin’s (2000) methods for assessing the

empirical relation between a hypothesized cause and outcome based on

fuzzy-set logic. We extend Ragin’s fuzzy-set methodology by (a) formally

accounting for measurement error; (b) constructing descriptive measures

of the distance and consistency between an observed fuzzy-set graph and

specific causal and null hypotheses; and (c) constructing goodness-of-fit F

tests to assess the fit between some fuzzy-set graph and causal necessity,

sufficiency, and necessity and sufficiency hypotheses. In extending fuzzy-

set methods in this way—and especially in developing the goodness-of-fit

tests—we seek to place fuzzy-set methodology on a firm inferential foun-

dation. In so doing, we show how assertions that general qualitative com-

parative analysis (QCA) methodology—of which fuzzy-set methods are

part—is severely limited and cannot ‘‘employ a probabilistic perspective’’

or ‘‘deal with data errors’’ are in fact misguided (Lieberson 1994:1225;

see also Lieberson 1991; Sobel 1995). To the contrary, the extensions

developed in this article show that fuzzy-set techniques are no more or

less amenable to falsificationist methods and the hypothesis-testing frame-

work of the Neyman-Pearson type than are standard statistical modeling

and testing techniques commonly used in sociology.3 In general, we show

how these goodness-of-fit tests and descriptive measures may be usefully

applied in the context of case-oriented research, for exploratory inductive

or confirmatory deductive purposes.

Assessing the Empirical Content of a Fuzzy-Set
Graph: Preliminaries

Ragin’s (2000) fuzzy-set methodology builds on the subset principle in

a manner similar to that found in previous case-oriented QCA (e.g., Ragin

1987).4 However, compared to the ‘‘crisp set’’ logic of QCA, in which the

researcher assesses the relation between the presence or absence of some
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hypothesized cause and the presence or absence of some outcome, fuzzy-

set logic is based on the degree to which a case belongs to a class defined

on some causal condition (or conjunction of conditions) and a class

defined on some outcome. Although some argue for a strong distinction

in the logic of fuzzy sets between this ‘‘degree of membership’’ and the

‘‘probability of membership’’ (e.g., Zadeh 1995), membership scores in

fuzzy-set methods typically take on values in the range similar to prob-

abilities: A minimum score of 0 indicates the minimum degree, and a

maximum score of 1 indicates the maximum degree, of a case belonging

to some set. Scores between 0 and 1 then indicate the relative degree of

belonging to the set.

Ragin (2000) shows how causal relations in a fuzzy-set analysis may

be understood by graphing a biplot of membership scores in the cause

against those in the outcome. Ragin’s approach makes use of the subset

principle applied to the membership scores (instead of the presence or

absence of some causal condition and outcome as in QCA). The idea is

elegant and simple, yet very powerful. By comparing membership to the

cause and to the outcome for all cases under study, a researcher can estab-

lish if one may be considered a subset of the other. If so, then depending

on the subset pattern observed in the biplot, a researcher may claim evi-

dence in the data for a causally necessary, causally sufficient, or causally

necessary and sufficient relationship.

Figure 1 gives the patterns expected in the graph under different causal

relations reflected in the data. If the data are fully consistent with a cau-

sally necessary, but not sufficient, relationship, then membership in the

outcome will be less than membership in the causal condition for all cases.

This, in turn, indicates the outcome is in general a subset of the cause.

Under a causally necessary relationship, then, all cases (points) will be

distributed below the main diagonal. Although not fully consistent with

strict adherence to fuzzy-set logic, it may be useful to think of this prob-

abilistically so that we consider the membership scores (i.e., the degree of

belonging to some set) as indexing the likelihood of observing the causal

condition or the outcome.5 For a causally necessary, but not sufficient,

relationship, the likelihood of observing the cause must be as high as or

higher than the likelihood of observing the outcome. Under this scenario,

for any one randomly selected case in the data, we may observe the cause

while not observing the outcome, but we are unlikely to observe the out-

come while not observing the cause. Mapping these likelihoods (i.e.,

fuzzy-set membership scores) in an xy scatterplot produces the lower diag-

onal pattern as shown in Figure 1.
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If the data are fully consistent with a causally sufficient, but not neces-

sary, relationship, then membership in the causal condition will be less

than membership in the outcome for all cases. This, in turn, indicates the

causal condition is in general a subset of the outcome. Under a causally

sufficient relationship, then, all cases (points) will be distributed above the

main diagonal, as shown in Figure 1. Using the probabilistic way of look-

ing at a sufficient, but not necessary, causal relation, the likelihood of

observing the outcome must be as high as or higher than the likelihood of

observing the cause. For any one randomly selected case in the data, we

may observe the outcome while not observing the cause, but we are unli-

kely to observe the cause while not observing the outcome.

Finally, if the data are fully consistent with a causally necessary and

sufficient relationship, then membership in the causal condition will be

equal to membership in the outcome for all cases. Under a causally neces-

sary and sufficient relationship, then, all cases (points) will be distributed

Figure 1

Fuzzy-Set Graph Showing Relation of Cases to Diagonal

and the Causal Arguments Supported
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Cases falling above the diagonal indicate 
causal condition X is a subset of outcome Y 
and provide evidence of causal sufficiency.

Cases falling below the diagonal indicate 
outcome Y is a subset of causal condition X 
and provide evidence of causal necessity.
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along the main diagonal. From a probabilistic viewpoint, this would indi-

cate that the likelihood of observing the cause and outcome jointly for any

one randomly selected case will be exactly equal; knowing the probability

of observing the cause tells us precisely the probability of observing the

outcome.

Figure 2 provides an empirical example from Stryker and Eliason’s

(2003) fuzzy-set analysis of the relation between cumulative governance

by left political parties and the supply of and demand for female labor,

and how these in turn influence the feminization of left political support in

France, Belgium, Germany, Italy, Denmark, and Britain from 1977 to

1994.6 As part of their analysis, Stryker and Eliason posit a causal chain

to explain how cumulative governance by left political parties in these

countries feeds back over time to help create the feminization of left

Figure 2

Fuzzy-Set Graph Showing Relation Between Membership

in Sets High Cumulative Left Cabinet Incumbency

and High Female Labor Force Participation
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Source: Stryker and Eliason (2003) data for France, Belgium, Germany, Italy, Denmark, and

Britain 1977-1994.
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support. An important part of the hypothesized causal chain posits that

countries with strong left governance traditions create high female labor

force participation by expanding female-typed jobs in the civilian public

sector as well as such programs as public day care and maternity leave that

free women to enter the labor market.

Ignoring for the moment the intervening mechanisms, Figure 2 gives a

fuzzy-set plot of membership in the hypothesized causal condition high

cumulative left cabinet incumbency by membership in the outcome high

female labor force participation for these data. Of the 60 country-period

cases in the Stryker/Eliason data, 15 (25 percent) are inconsistent with a

causal sufficiency hypothesis and the remaining 45 (75 percent) are incon-

sistent with a causal necessity hypothesis. Strictly speaking, all cases are

inconsistent with the causal necessity and sufficiency hypothesis.

Thus, visual inspection of the empirical content in this fuzzy-set graph

provides at best an ambiguous picture of the causal relationships and does

little to help us decide for or against any causal hypothesis for these data.

The graph may, however, suggest a simple linear correlation between

fuzzy-set scores on high cumulative left cabinet incumbency and those on

high female labor force participation. While assessing this association

may be useful in some settings, it does little to address hypotheses regard-

ing causal necessity and sufficiency. In the next section, we describe our

goodness-of-fit tests for these causal hypotheses. We show how these tests

help the researcher overcome the ambiguity suggested by a visual inspec-

tion of the empirical content in Figure 2. Once we have guided the reader

through the necessary technical validation of our approach, we show that

applying our goodness-of-fit F tests, along with our descriptive measures

of distance and consistency, reveals especially strong empirical support in

these data for a relationship of causal sufficiency between high cumulative

left governance and high female labor force participation.

Goodness-of-Fit Tests for Causal Hypotheses

While there have been significant developments over the past few years

in descriptive measures for fuzzy-set analysis (e.g., Goertz 2006; Ragin

2006), there has been little movement toward providing it a sound inferen-

tial framework.7 One notable exception is Ragin’s (2000:111-15) z test

based on the proportion of cases consistent with some causal argument.

This approach has intuitive appeal, but it also has some consequential lim-

itations. First, while the proportion of cases consistent with some causal
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argument is an important indicator of how well the argument compares to

the data, the proportion itself does not take into account the distance of

each case from that expected under some causal argument. Thus, some

cases may be inconsistent with a causal hypothesis (e.g., causal necessity

and sufficiency) but still close to that expected under the causal argument

(e.g., the diagonal on the graph). Other cases may be inconsistent with a

causal hypothesis and relatively distant from that expected under the cau-

sal argument. Any test based on the proportion alone will not be sensitive

to this distinction and instead will treat all cases inconsistent with some

causal argument as the same.

A second limitation lies in the inferential infrastructure underlying the

z test on the proportion. Specifically, the construction of the standard error

for the test is not consistent with how many studies using fuzzy-set analy-

sis are designed. To see this, recall that there are often two primary

sources of error in most empirical analyses, sampling error and measure-

ment error. As used in the denominator of the proportionate z test, the

standard error reflects the variability in the (function of the) proportion

under repeated random sampling from some population. That is, the stan-

dard error for the test reflects sampling error, and its very mathematical

form is based on the theory of random sampling. Rarely do researchers

using fuzzy-set analysis presume that their data constitute a random sam-

ple. Instead, samples are often constructed using various forms of strategic

sampling principles rather than those used to derive random samples, or

the data instead constitute the entire population of interest to the research

question. So while the proportion itself is somewhat useful (even though it

does not include information on the distance as described previously), the

standard error used to obtain the proportionate z test is less useful because

it reflects the sampling error in that proportion, and not measurement error

in the fuzzy-set scores.8

Finally, and perhaps most importantly, both the proportion and the pro-

portionate z test are not informative on the causal necessity and suffi-

ciency hypothesis. That is, while cases may lie on one side or the other of

the diagonal, once we consider measurement error, cases close to the diag-

onal may constitute evidence for a causally necessary and sufficient rela-

tionship. The proportion and accompanying z test leave the researcher

blind to this information. As a result, and as we show in our second exam-

ple later, researchers relying on the proportion may miss an important part

of the causal story supported by the data.9

To help address these limitations and to provide a more informative

inferential framework for assessing the empirical content in a fuzzy-set
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graph, we adopt a goodness-of-fit strategy. This strategy is based on com-

paring the observed distance of cases in a fuzzy-set graph from some cau-

sal hypothesis with the distance that would be expected given the truth of

the causal hypothesis while accounting for measurement error. To illus-

trate, first consider what the graph should look like were it completely

consistent with an argument of causal necessity and sufficiency. Tempora-

rily ignoring consideration for measurement error, under complete consis-

tency with causal necessity and sufficiency, all cases should line up along

the diagonal. Any deviation away from the diagonal will count as evi-

dence against causal necessity and sufficiency. Measuring the distance of

the points away from the diagonal gives us the observed distance of the

graph from the argument of causal necessity and sufficiency.

Next, consider what the graph would look like were it completely con-

sistent with a null relationship between a hypothesized cause and some

outcome. Under a null relationship, the distribution of fuzzy-set member-

ship scores on the outcome is unaffected by membership scores on the

hypothesized cause. That is, the distribution of scores on the outcome

should be the same everywhere we look relative to scores on the hypothe-

sized cause.10 If that pattern were observed in the graph, we would then

conclude that the distance of the graph from that expected under a null

relation is zero. Any deviation of cases away from that expected under a

null association provides evidence against a null association. Measuring

that distance tells us the observed distance of the graph from the null asso-

ciation argument.

In between these two extremes are considerations for hypotheses of

causal sufficiency and causal necessity, separately. Again temporarily

ignoring errors in fuzzy-set membership measurement, for a graph to be

completely consistent with a causal necessity hypothesis, all cases must

fall on or below the main diagonal. If that pattern were observed in the

graph, we would conclude that the distance of the graph from that

expected under the hypothesis of causal necessity is zero. Any deviation

of cases away from this pattern (or, equivalently, any cases that fall above

the main diagonal) provides evidence against the hypothesis of causal

necessity. Measuring that distance tells us the observed distance of the

graph from the hypothesis of causal necessity.

Finally, the minimum requirement for a graph to be completely consis-

tent with the hypothesis of causal sufficiency is that all the cases must fall

on or above the main diagonal. If that pattern were observed in the graph,

we would conclude that the distance of the graph from that expected under

the hypothesis of causal sufficiency is zero. Any deviation of the cases
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away from this pattern (or, equivalently, any cases that fall below the main

diagonal) provides evidence against the hypothesis of causal sufficiency.

Measuring that distance tells us the observed distance of the graph from

the hypothesis of causal sufficiency.

Constructing the Goodness-of-Fit Tests

This logic provides the foundation for a precise measure of the distance

of the graph from a null association, from causal sufficiency, from causal

necessity, and from causal necessity and sufficiency combined. It also pro-

vides the foundation for goodness-of-fit tests of each causal hypothesis.11

To see this, let xi and yi be the fuzzy-set membership scores for the

hypothesized cause and outcome, respectively, for case i.12 To ensure that

distributional properties hold for the goodness-of-fit tests constructed

below regardless of sample size, we transform the fuzzy-set membership

scores into their respective standardized normal scores, zx(i) =F�1 xif g
and zy(i) =F�1 yif g, where F�1 ·f g is the inverse cumulative distribution

function of the standard unit normal distribution.13 Finally, let di be an

indicator (dummy) variable coded 1 when yi > xi and 0 when yi ≤ xi.

For an xy biplot with N(xi, yi) pairs, the accumulated squared Eucli-

dean distance of the normalized fuzzy-set membership scores from that

expected under each argument may now be defined.14

Squared distance from a null association:

Dnull = PN
i= 1 zy(i) � E

�
Zy(i)|null XY association
� �

Þ2,

Squared distance from causal necessity: Dnec = PN
i= 1 di zy(i) � zx(i)

� �2
,

Squared distance from causal sufficiency: Dsuf = PN
i= 1 1� dið Þ (zy(i) � zx(i)Þ2,

Squared distance from causal necessity and sufficiency:

D nec&sufð Þ=
PN

i= 1 zy(i) � zx(i)
� �2 = PN

i= 1 di zy(i) � zx(i)
� �2

+ PN
i= 1 1� dið Þ zy(i) � zx(i)

� �2 =Dnec +Dsuf ,

where E Zy(i)|null XY association
� �

is the expected value of the standar-

dized outcome membership score for case i given a null association

between the hypothesized cause and the outcome.15

With Zy(i) and Zx(i) normally distributed by definition, a null associa-

tion implies independence of Zy(i) and Zx(i) and thus E Zy(i)|Zy(i)�
�

Zx(i)g=E Zy(i)

� �= Z̄y, where Zy(i) � Zx(i) indicates independence and

Z̄y gives the sample mean of Zy(i). Thus, substituting Z̄y for

E Zy(i)|null XY association
� �

gives the minimum-distance expected value
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of Zy(i) under the null association. Similarly, zx(i) gives the minimum-

distance expected value of Zy(i) under the argument of causal necessity

for cases with yi > xi; zx(i) also gives the minimum-distance expected

value of Zy(i) under the argument of causal sufficiency, but for cases with

yi ≤ xi. Finally, for all cases in the graph, zx(i) gives the minimum-distance

expected value of Zy(i) under causal necessity and sufficiency combined.

Often, however, we may not wish to treat cases close to the main diagonal

as constituting sharp evidence against a causal relationship, even though

those cases may be inconsistent with some causal hypothesis. This may be

due to imprecision in the information used to code membership scores,

variability in procedures used to measure degree of membership, or other

measurement and coding considerations. Therefore, to assess the fit of the

data to that expected under some causal hypothesis, we compare the

observed distances to expected distances under the assumption that a specific

causal hypothesis is true, up to a specified degree of measurement error.16

To see this, assume now that fuzzy-set membership scores yi and xi are

measured with error. Because membership scores are bound between 0 and 1,

any reasonable measurement error in the observed membership scores should

be consistent with these bounds. Although more complex relationships may

be used, here we assume an additive error in the standardized membership

scores. That is, zy(i) = zty(i) + ei and zx(i) = ztx(i) +Zi, where zty(i) and ztx(i) are

the standardized membership scores measured without error and ei and Zi

are the errors in measurement. Additive errors in the standardized scores pro-

vide the simplest approach for the researcher while ensuring that the bounds

are respected for the observed fuzzy-set scores yi and xi measured with error

as well as the fuzzy-set scores yti and xti measured without error.17

Considering first the combined causal necessity and sufficiency hypoth-

esis, rewrite the observed distance in the normal scores D nec&sufð Þ as

D nec&sufð Þ=
XN

i= 1

zy ið Þ � zx ið Þ
� �2 =

XN

i= 1

zt
y ið Þ+ ei

� �
� zt

x ið Þ+Zi

� �h i2

=
XN

i= 1

zt
y ið Þ � zt

x ið Þ

� �
+ ei � Zið Þ

h i2

:

If the causal necessity and sufficiency hypothesis is true, then

ðzty(i) � ztx(i)Þ= 0 for all i. Thus, the expected distance under the truth of

the causal necessity and sufficiency hypothesis is given by

E D nec&sufð Þ|causal necessity & sufficiency
� �= XN

i= 1

ei � Zið Þ2:
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Given that zx(i) and zy(i) derive from standard unit normal distributions by

definition, the difference (zy(i) � zx(i)) is necessarily normally distributed

(Puri and Ralescu 1985; Stuart, Ord, and Arnold 1999).18 With errors

independent of the expected (yi, xi) relationship under the truth of the cau-

sal necessity and sufficiency hypothesis, the ratio19

F∗
nec&sufð Þ=

D nec&sufð Þ
�

N

E D nec&sufð Þ|causal necessity & sufficiency
� ��

N

will be distributed as an F random variable on (N,N) degrees of freedom

if the causal necessity and sufficiency hypothesis is indeed true.20

Comparing the calculated F∗
nec&sufð Þ to the reference F distribution on

(N,N) degrees of freedom provides a goodness-of-fit test between the

causal necessity and sufficiency hypothesis and the information in the

fuzzy-set biplot.21 Given a Type I error rate for the test (typically .05), if

the calculated F∗
nec&sufð Þ is larger than the critical F value on (N,N)

degrees of freedom, then the test provides evidence for a lack of fit

between the causal necessity and sufficiency hypothesis and the data. Con-

versely, if the calculated F∗
nec&sufð Þ is smaller than or equal to the critical

F value, then the test provides evidence for goodness of fit between the

causal necessity and sufficiency hypothesis and the data.22

Importantly, this goodness-of-fit F test is appropriate regardless of

whether the data constitute some sample (random or not) from a popula-

tion or the entire population. The test measures the goodness of fit

between the causal necessity and sufficiency hypothesis and the data at

hand relative to some acceptable degree of measurement error in the

fuzzy-set membership scores. Additionally, our goodness-of-fit F test

does not require any assumptions about the functional relationship—

beyond that expected under the subset principle—between fuzzy-set mem-

bership scores on the outcome and fuzzy-set membership scores on the

hypothesized cause (or conjunction of causes). We do not assume that any

type of statistical model (linear or otherwise) fits the fuzzy-set data. Nor

do we assume that any type of statistical model fits the empirical informa-

tion on which the fuzzy-set scores are based.

This logic and method for assessing data fit (or lack of fit) to a

hypothesis of causal necessity and sufficiency carry forward to asses-

sing separately the causal necessity and causal sufficiency hypotheses.

The numerators for the separate tests for causal necessity and causal suffi-

ciency are easily obtained by making use of the fact that the total observed

sums of squared distances from causal necessity and sufficiency can be
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separated into two independent components: (a) the sums of squared dis-

tance from causal necessity plus (b) the sums of squared distance from

causal sufficiency. That is, D nec&sufð Þ=Dnec +Dsuf , as shown previously.

To obtain the denominators for each test statistic, we need to find the

expected sums of squared distances under the truth of each causal hypothesis.

Unfortunately, unique expected sums of squared distances under the truth of

either the causal necessity or the causal sufficiency hypothesis do not exist.

This is because we cannot know under either hypothesis the precise values of

the normalized fuzzy-set scores zty(i) and ztx(i) measured without error.

Instead, all we can know is that if the causal necessity hypothesis is true, then

zty(i) ≤ ztx(i), and if the causal sufficiency hypothesis is true, then zty(i) ≥ ztx(i),

for all cases i.

Nevertheless, by assuming that the mean values for the errors are equal,

E eif g=E Zif g, we can obtain unique minimum expected sums of squared

distances under the truth of either the causal necessity or the causal suffi-

ciency hypothesis. While alternative assumptions may be reasonably consid-

ered, and goodness-of-fit tests derived under those alternative assumptions,

the equal-mean-values assumption provides a conservative test of each

hypothesis. This in turn increases our confidence in the truth of some causal

hypothesis when this test indicates a good fit for some specific set of data.

To see this more completely, assuming E eif g=E Zif g gives

E
XN

i= 1

zt
y ið Þ � zt

x ið Þ

� �
+ ei � Zið Þ

h i2

( )
=E

XN

i= 1

zt
y ið Þ � zt

x ið Þ

� �2 + ei � Zið Þ2
	 
( )

:

It follows from the result on the right-hand side of this equality that for all

possible values of the measurement errors (i.e., the ei and Zi), and for all

possible combinations of the fuzzy-set membership scores measured with-

out error (i.e., the zty(i) and ztx(i)), the minimum expected sums of squared

distances under the truth of either the causal necessity or the causal suffi-

ciency hypothesis is obtained when zty(i) = ztx(i) for all cases. The minimum

expected distances under the truth of either hypothesis is given by

min E Dnec|causal necessityf g= min E Dsuf |causal sufficiency
� �= XN

i= 1

ei � Zið Þ2:

These in turn provide the following test statistics for the causal necessity

hypothesis,

F∗
nec =

Dnec=Nnec

min E Dnec|causal necessityf g=N
,

and the causal sufficiency hypothesis,
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F∗
suf =

Dsuf

�
Nsuf

min E Dsuf |causal sufficiency
� ��

N
,

where Nnec is the number of cases such that fuzzy-set membership scores on

the hypothesized causal factor are a subset of the membership scores on the

outcome (i.e., yi > xi) and where Nsuf is the number of cases such that fuzzy-

set membership scores on the outcome are a subset of the membership scores

on the hypothesized causal factor (i.e., yi < xi). If the causal necessity

hypothesis holds, F∗
nec will be distributed as an F random variable on

(Nnec,N) degrees of freedom. Similarly, if the causal sufficiency hypothesis

holds, F∗
suf will be distributed as an F random variable on (Nsuf ,N) degrees

of freedom. As we illustrate below, this in turn provides the basis from which

to test the causal necessity hypothesis and the causal sufficiency hypothesis.

To calculate any of the above test statistics, the expected distances

under the truth of each causal argument (the denominators for each test)

are required. This in turn requires specification of the degree of certainty

(or uncertainty) that a researcher has in the constructed fuzzy-set member-

ship scores. Currently there are no published guidelines in this regard.

Nevertheless, it appears reasonable that researchers will most often be

most certain of the likelihood of membership when coding extreme mem-

bership scores around 0 and 1, and least certain of the likelihood of mem-

bership in the set as we move away from these extremes and toward the

midpoint membership score 0.5.

There are a number of ways to capture this type of uncertainty in mea-

suring degree of membership. One very useful, yet simple, approach is to

assume some maximum measurement error at the midpoint (0.5) on the

fuzzy-set membership scores, assume some minimum measurement error

on the endpoints (0 and 1), and allow the measurement error to diminish

smoothly from the maximum to the minimum for membership scores

moving away from the midpoint and toward the two endpoints. This is

readily achieved by assuming a small constant error in the standardized

normal scores, zx(i) and zy(i), such that the above property holds for some

chosen minimum and maximum. An important property of this measure-

ment error in the standardized scores is that it ensures that measurement

errors are independent of the expected (yi, xi) relationship under the truth

of the causal hypotheses and that E eif g=E Zif g.23 Both properties are

required for the goodness-of-fit F tests to have the expected distributions

under the truth of some causal hypothesis.

More complicated approaches certainly may be used. However, doing

so necessarily introduces into the goodness-of-fit statistics artifacts due
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solely to these more complex functions. Because of this, we adopt a sim-

ple strategy based on the above logic. That is, we allow for a maximum

degree of uncertainty of 0.1 in our fuzzy-set scores at the midpoint and a

minimum degree of uncertainty of 0.0 in our fuzzy-set scores at the end-

points, with the measurement error moving smoothly from a maximum of

0.1 at membership score of 0.5 to a minimum of 0 at the extreme member-

ship scores of 0 and 1.

Goodness-of-Fit Tests for the Stryker/Eliason Data

Table 1 gives the goodness-of-fit statistics for the relationship shown in

Figure 2, the plot of membership in the set High Cumulative Left Cabinet

Incumbency by membership in the set High Female Labor Force Partici-

pation. The first column in Table 1 gives the three causal hypotheses to be

tested along with the null association hypothesis. The second column

gives the squared distance of the data from the null association, causal

necessity (Dnec), causal sufficiency (Dsuf ), and causal necessity and suffi-

ciency (D nec+ sufð Þ=Dnec +Dsuf ). The third column gives the accompa-

nying degrees of freedom for each of these distances. The fourth column

provides the mean squared distances, which are the squared distances

divided by their respective degrees of freedom. The fifth and sixth col-

umns give the goodness-of-fit F statistics and the corresponding p values.

(The last column provides descriptive measures to be discussed in the next

section of the article, providing additional information on which to base

substantive interpretations.)

Using a maximum midpoint measurement error of 0.1 and a Type I

error rate of .05,24 each causal hypothesis fits these data, as indicated by p

values larger than .05 (the Type I error rate) for the tests on each causal

Table 1

Goodness-of-Fit Statistics and Relative Consistency Measures for

Relationship Between Membership in Sets High Cumulative Left

Cabinet Incumbency and High Female Labor Force Participation

Hypothesis SD df MSD F p R (%)

Null association 42.04 59 0.71 — — 26.34

Necessity 11.55 42 0.27 1.07 .41 79.76

Sufficiency 3.48 16 0.22 0.85 .63 93.89

Necessity and sufficiency 15.03 60 0.25 0.98 .54 73.66
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hypothesis. That is, given the degree of measurement error specified, each

causal hypothesis—causal necessity, causal sufficiency, and causal necessity

and sufficiency—fits these data at the .05 level. Thus, from the goodness-of-

fit tests given in Table 1, we conclude that these data are consistent with

each causal hypothesis.

If we were to end our analysis here, rather than with visual inspection

of the biplot in Figure 2, we would conclude that our data for Britain,

France, Denmark, Italy, Germany, and Belgium from 1977 to 1990 sup-

port not just the hypothesis that high cumulative left governance is cau-

sally sufficient for High Female Labor Force Participation. Allowing for

measurement error and a Type 1 error rate of .05, the data for this set of

countries also support the hypotheses that high cumulative left governance

is causally necessary for high female labor force participation and that

high cumulative left governance is causally necessary and sufficient for

high cumulative left cabinet incumbency. The next section takes us further

into our empirical detective work.

Before doing so, however, it may be useful to compare fuzzy-set causal

claims with the type of causal statements often made in the context of esti-

mating counterfactual treatment effects (e.g., Imbens and Rubin 1997;

Heckman, Lalonde, and Smith 1999; Winship and Morgan 1999; Morgan

and Winship 2007). In the latter case, researchers often pinpoint some aver-

age causal or treatment effect. These very specific statements about average

treatment effects are made with reference either to the general population

(as in the average treatment effect), to those receiving treatment (as in the

average treatment effect on the treated), to those who comply with some

instrument selecting subjects into various treatment and control groups (as

in the local average treatment effect and the complier average causal effect),

or to myriad other subpopulations of interest.25

In fuzzy-set analysis, statements referencing some specific point esti-

mate of some specific (typically average) treatment effect on the outcome

due to the cause are generally not possible.26 Thus, for this example, we

cannot say that some specific degree of high cumulative left cabinet

incumbency will give rise, on average or otherwise, to a specific degree of

high female labor force participation. Instead, the goodness-of-fit F tests

reveal that these fuzzy-set data are consistent with the subset relations

underlying the assertion of the three causal relations—necessity, suffi-

ciency, and necessity and sufficiency—between the factor High Cumula-

tive Left Cabinet Incumbency and the outcome of High Female Labor

Force Participation. In this case, there is no evidence in these data to reject

the subset relations underlying the three causal claims.
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Descriptive Measures for Relative Distance and Consistency

The inferential framework outlined in the prior section to assess data fit

to each causal argument does not apply to assessing a null association.

Thus, to compare the distances from each causal hypothesis to the distance

from the null association hypothesis, we also provide information about the

relative consistencies of the three causal hypotheses and that of the null

association with the empirical information in the graph. These descriptive

measures tell us if the graph is more consistent with a null association,

a causally sufficient relation, a causally necessary relation, or a causally

necessary and sufficient relation. We first define proportional distances

relative to all causal and null hypotheses.

Relative distance from a null association: D∗
null = Dnull

Dnull +Dnec +Dsufð Þ,

Relative distance from causal necessity: D∗
nec = Dnec

Dnull +Dnec +Dsufð Þ,

Relative distance from causal sufficiency: D∗
suf = Dsuf

Dnull +Dnec +Dsufð Þ,
Relative distance from causal necessity and sufficiency:

D∗
nec+ sufð Þ= Dnec +Dsuf

Dnull +Dnec +Dsufð Þ =D∗
nec +D∗

suf .

Relative proportional consistencies for all causal and null hypotheses are

then calculated as

Relative consistency with a null association: Rnull = 1�D∗
null,

Relative consistency with causal necessity: Rnec = 1�D∗
nec,

Relative consistency with causal sufficiency: Rsuf = 1�D∗
suf ,

Relative consistency with causal necessity and sufficiency:

R nec+ sufð Þ= 1�D∗
nec+ sufð Þ.

These descriptive measures give the relative closeness of the information

in the graph to some hypothesis.27 More precisely, R gives the proportion

of information in the graph consistent with a specific hypothesis. When R

equals the maximum value of 1, the corresponding D∗ equals the mini-

mum of 0, indicating that the relative distance of the information in the

graph from the corresponding hypothesis is 0. Thus, an R= 1 for some

hypothesis means that the information in the graph is completely consis-

tent with that hypothesis. When R equals the minimum value of 0, the cor-

responding D∗ equals a maximum of 1, indicating that the total dispersion
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of empirical information in the graph is away from, or inconsistent with,

the corresponding hypothesis.
Another way to think of this is that when R= 0 for some specific argu-

ment, one of the other Rs must be equal to 1. An R= 0 for some specific

hypothesis means that there is no empirical information in the graph to

support that hypothesis. Between these two extremes R may be interpreted

as the proportion of information, relative to the set of hypotheses consid-

ered (null association, causal necessity, causal sufficiency, and causal

necessity and sufficiency combined), in the graph consistent with the cor-

responding hypothesis. For example, Rnec can be interpreted as ‘‘the data

are 100(Rnec)% consistent with a causal necessity hypothesis.’’ Similar

interpretations obtain for the other relative consistency measures.

Returning to our example concerning left political governance and

female labor force participation, recall that the goodness-of-fit tests indi-

cated that the data are consistent with each causal hypothesis. There is no

evidence in these data to reject either the causal necessity, the causal suffi-

ciency, or the causal necessity and sufficiency hypothesis. We thus turn to

our descriptive measures to determine which causal hypothesis, if any, is

most consistent with these data.

The last column in Table 1 gives these relative consistency measures

for the null association and the three causal hypotheses. With an

Rnull = :2634, these data are only 26.34 percent consistent with the null

association hypothesis. By contrast, these data are 73.66 percent consistent

with the causal necessity and sufficiency hypothesis. Comparing the two

hypotheses, these data are .7366/.2634= 2.80 times more consistent with

the causal necessity and sufficiency hypothesis than with the null associa-

tion hypothesis. Similarly, these data are 79.76 percent consistent with the

causal necessity hypothesis, which is .7976/.2634= 3.03 times more con-

sistent with the data than is the null association hypothesis. However, the

data provide the strongest support for the causal sufficiency hypotheses,

where we see a 93.89 percent consistency level. This in turn indicates that

the causal sufficiency hypothesis is .9389/.2634= 3.57 times more consis-

tent than is the null association hypothesis with the relationship these data

exhibit between high cumulative left governance and high female labor

force participation.

In short, once we combine our goodness-of-fit tests with our newly

developed technique for using relative distances to assess the relative con-

sistency of the data with the null association and various causal hypoth-

eses, we would conclude that our data shows especially strong support for
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the idea that a strong history of left political governance is causally suffi-

cient for high female labor force participation.

What then of other factors plausibly associated with high female labor

force participation? In particular, what of measures tapping more directly

into the demand for and supply of female labor? The next section takes us

into this terrain by developing and illustrating the use of goodness-of-fit

tests for higher order conjunctions.

Testing Higher Order Conjunctions

The goodness-of-fit tests described previously may be applied to single

factors or conditions and any order of conjunction of factors or conditions.

To obtain goodness-of-fit tests for conjunctions, replace the fuzzy-set

membership score xi in the previous discussion with the minimum of a set

of scores corresponding to those factors or conditions in the conjunction.

In addition to testing the goodness-of-fit of a specific conjunction to some

causal argument, it is informative to compare that conjunctural goodness

of fit to the goodness of fit of each factor or condition making up the con-

junction. Doing so reveals whether the conjunction of factors provides a

significant improvement in fit to some causal hypothesis over and above

what each factor provides separately. Given that a conjunction constitutes

a more restrictive subset of each factor making up the conjunction, com-

paring the goodness of fit of the conjunction with that of each factor also

provides a test for the degree of generality of the causal argument, assum-

ing that the conjunction and also each factor tested separately indeed fit

the causal hypothesis being tested.28

Constructing Tests for Conjunctions

To begin, assume that we wish to assess whether the conjunction

(x1∩ x2) provides a better fit to a causal necessity and sufficiency hypoth-

esis than does x1 alone.29 This is equivalent to asking whether we can gen-

eralize the causal necessity and sufficiency statement from the

conjunction (x1∩ x2) to the less restrictive causal necessity and sufficiency

statement involving x1 alone. Using notation developed in the previous

section, the observed distance of the conjunction (x1∩ x2) from the dis-

tance expected under causal necessity and sufficiency can be given by

(dropping the [nec and suf] subscript to simplify the expression)
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D x1∩x2f g=
XN

i= 1

zy ið Þ � zmin x1∩x2f g ið Þ
� �2

,

where zmin x1∩x2f g(i) = F�1 min x1i, x2if gf g = min F�1 x1if g; F�1 x2if g
� �

.

Finally, let Dfx1∩ x2g and D x1f g be the true distances—that is, the dis-

tances measured without error—of the conjunction (x1∩ x2) and single fac-

tor x1, respectively, from the causal necessity and sufficiency hypothesis.

Our question can now be given in the form of null and alternative

hypotheses,

H0 : D x1f g≤D x1∩ x2f g
Ha : D x1f g > D x1∩ x2f g,

where the null hypothesis reflects a better fit to the data for the single fac-

tor x1 and the alternative hypothesis for the conjunction (x1∩ x2). Under

the truth of the null hypothesis, the ratio F∗ =D x1f g=D x1∩ x2f g will be

distributed as an F random variable on (N,N) degrees of freedom. If the

test indicates that we cannot reject the null hypothesis, then we conclude

that the conjunction (x1∩ x2) does not provide a better fit to a causal

necessity and sufficiency hypothesis than does x1 alone. As well, we can

generalize the causal necessity and sufficiency statement from the con-

junction of factors (x1∩ x2) to the less restrictive statement involving fac-

tor x1 alone. If, on the other hand, the test indicates a rejection of the null

in favor of the alternative hypothesis, then we would conclude that the

conjunction of factors (x1∩ x2) does provide a better fit to a causal neces-

sity and sufficiency hypothesis than does factor x1 alone. Accordingly, we

could not generalize the causal necessity and sufficiency statement from

the conjunction (x1∩ x2) to the less restrictive statement involving x1

alone.

This test readily generalizes to higher order conjunctions. Assume that

we wish to test the conjunction of J factors, (
TJ

j= 1 xj), against a lower

order conjunction. Without loss of generality, assume that the lower order

conjunction is given by dropping the last factor, (
TJ�1

j= 1 xj). In this case,

the null and alternative hypotheses are given by

H0 : D
\J�1

j = 1

xj

( )
≤D

\J
j= 1

xj

( )

Ha : D
\J�1

j= 1

xj

( )
> D

\J
j = 1

xj

( )
:
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Under the truth of the null hypothesis, the ratio F∗ =Df
TJ�1

j= 1 xjg=
Df
TJ

j= 1 xjg will be distributed as an F random variable on (N,N)

degrees of freedom.

If the test indicates that we cannot reject the null hypothesis, then we

would conclude that the conjunction (
TJ

j= 1 xj) does not provide a better

fit to a causal necessity and sufficiency hypothesis than does the lower

order conjunction (
TJ�1

j= 1 xjÞ and that we can generalize the causal neces-

sity and sufficiency statement from (
TJ

j= 1 xj) to the less restrictive state-

ment on (
TJ�1

j= 1 xj). If, on the other hand, the test indicates a rejection of

the null in favor of the alternative hypothesis, then we would conclude that

the conjunction (
TJ

j= 1 xj) does provide a better fit to the causal necessity

and sufficiency hypothesis than does the lower order conjunction

(
TJ�1

j= 1 xj) and that we cannot generalize the causal necessity and suffi-

ciency statement from the conjunction (
TJ

j= 1 xj) to the less restrictive

statement on (
TJ�1

j= 1 xj).

Testing Conjunctions Against Single Factors and Testing Higher

Order Conjunctions Against Lower Order Conjunctions in the

Stryker/Eliason Data

Returning to our welfare state and gendered labor markets example,

here we bring back into consideration some of the additional factors pro-

posed by Stryker and Eliason (2003) to have an impact on female labor

force participation. Along with a strong tradition of left governance (given

by membership in the set High Cumulative Left Cabinet Incumbency),

these include an expanded civilian public sector (High Civilian Public

Sector Size), maternity leave support (High Maternity Leave Support),

and support for public day care for young children (High Support for Pub-

lic Day Care Ages 0-2) and older children (High Support for Public Day

Care Ages 3 to School Age).30

All of these factors are presumed to shape either the demand for or sup-

ply of female labor. Where available, affordable day care and maternity

leave should facilitate female labor supply, and an expanded civilian pub-

lic sector generally increases demand for female labor through the sex typ-

ing of such public sector jobs (for additional explanation, see Eliason,

Stryker, and Tranby 2008). For maternity leave and day care factors, the

term ‘‘support’’ refers to government support, not to public opinion sup-

port. Fuzzy-set membership scores are derived from a combination of pub-

lic expenditures, the proportion of people taking advantage of some

program, and in the case of maternity leave, the duration and wage
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replacement rate for the leave. To create more compelling illustrations

and reveal stronger relations than we would otherwise see, we exclude the

British data from the rest of our methodologically illustrative examples.31

Table 2 gives goodness-of-fit statistics for a select set of conjunctions of

these five factors as well as for each factor separately. (See the online appen-

dix for the full set of conjunctions.) Table 2 also provides the test statistics

comparing lower order conjunctions against each higher order conjunction

as described previously. Once again we assume a maximum midpoint mea-

surement error of 0.1 and a Type I error rate of .05 for each test.32

There are a number of strategies that may be used to assess the informa-

tion in Table 2. One useful approach is to begin with the highest order con-

junction that fits the causal sufficiency hypothesis. We would then test

whether lower order conjunctions nested within the higher order conjunc-

tion provide an equally good fit, indicating empirically unnecessary (or

superfluous) factors included in the higher order conjunction. For example,

suppose a conjunction of High Cumulative Left Cabinet Incumbency, High

Civilian Public Sector Size, High Maternity Leave Support, High Support

for Public Day Care Ages 0-2, and High Support for Public Day Care Ages

3 to School Age is sufficient to produce high female labor force participa-

tion. We then might wish to test whether any one of these factors included

in this five-way conjunction is unnecessary to the goodness of fit of the data

to the causal sufficiency hypothesis. That is, we may wish to test whether

one or more four-way conjunctions nested within this five-way conjunction

provide equally good fits to the causal sufficiency hypothesis.

This would be useful to know not just because it gives us a more parsi-

monious explanation, but also potentially for more pragmatic reasons.

That is, if some combination of day care and public sector size alone is

sufficient to produce high female labor force participation in our data, then

countries that lack legacies of high cumulative left governance but none-

theless have built high public sector size and high day care support could

be more confident of their capacity to produce high female labor force par-

ticipation absent high cumulative left cabinet incumbency.

As well, from a goodness-of-fit standpoint, if we shed unnecessary fac-

tors from our original conjunction of five explanatory factors—High

Cumulative Left Cabinet Incumbency, High Civilian Public Sector Size,

High Maternity Leave Support, High Support for Public Day Care Ages 0-

2, and High Support for Public Day Care Ages 3 to School Age—we may

be able to identify (a conjunction of) explanatory factors that turn out to

be both sufficient and necessary for producing high female labor force par-

ticipation. For example, perhaps when we examine the conjunction of
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Table 2

Select Set of Goodness-of-Fit and Test Statistics for

Fuzzy-Set Relations

Factors and Conjunctions Hypothesis SD df MSD F p

Factors Null association 38.57 49 0.77 — —

High Cumulative Left

Cabinet Incumbency (A)

Necessity 10.27 31 0.33 1.29 .21

Sufficiency 3.48 19 0.18 0.71 .79

Necessity and sufficiency 13.75 50 0.28 1.07 .40

High Civilian Public

Sector Size (B)

Necessity 22.39 38 0.59 2.29 .00

Sufficiency 0.44 12 0.04 0.14 1.00

Necessity and sufficiency 22.83 50 0.46 1.78 .02

High Maternity Leave

Support (C)

Necessity 1.41 7 0.20 0.78 .60

Sufficiency 28.76 43 0.67 2.60 .00

Necessity and sufficiency 30.16 50 0.60 2.35 .00

High Support for Public Day

Care Ages 0-2 (D)

Necessity 26.73 40 0.67 2.60 .00

Sufficiency 0.96 10 0.10 0.38 .95

Necessity and sufficiency 27.69 50 0.55 2.16 .00

High Support for Public Day

Care Ages 3 to School Age (E)

Necessity 3.85 30 0.13 0.50 .98

Sufficiency 4.07 20 0.20 0.79 .71

Necessity and sufficiency 7.93 50 0.16 0.62 .95

Select two-way conjunctions

AC Necessity 11.63 34 0.34 1.33 .18

Sufficiency 3.34 16 0.21 0.81 .66

Necessity and sufficiency 14.97 50 0.30 1.17 .29

A vs. AC — — — 0.92 .62

C vs. AC — — — 2.02 .01

AE Necessity 12.64 37 0.34 1.33 .17

Sufficiency 0.52 13 0.04 0.16 1.00

Necessity and sufficiency 13.16 50 0.26 1.02 .47

A vs. AE — — — 1.05 .44

E vs. AE — — — 0.60 .96

CE Necessity 4.89 34 0.14 0.56 .96

Sufficiency 3.54 16 0.22 0.86 .61

Necessity and sufficiency 8.44 50 0.17 0.66 .93

C vs. CE — — — 3.58 .00

E vs. CE — — — 0.94 .59

(continued)
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High Civilian Public Sector Size, High Maternity Leave Support, High

Support for Public Day Care Ages 0-2, and High Support for Public Day

Care Ages 3 to School Age, we discover that these four factors conjoined

are not just sufficient but also necessary for High Female Labor Force Par-

ticipation. Thus, we would have found that the remaining factor—High

Table 2 (continued)

Factors and Conjunctions Hypothesis SD df MSD F p

Select three-way conjunction

ACE Necessity 13.65 39 0.35 1.36 .15

Sufficiency 0.43 11 0.04 0.15 1.00

Necessity and sufficiency 14.08 50 0.28 1.10 .37

AC vs. ACE — — — 1.06 .41

AE vs. ACE — — — 0.93 .59

CE vs. ACE — — — 0.60 .96

Select four-way conjunctions

ABCE Necessity 31.85 45 0.71 2.76 .00

Sufficiency 0.24 5 0.05 0.19 .96

Necessity and sufficiency 32.09 50 0.64 2.50 .00

ABC vs. ABCE — — — 0.98 .53

ABE vs. ABCE — — — 0.97 .54

ACE vs. ABCE — — — 0.44 1.00

BCE vs. ABCE — — — 0.77 .82

ACDE Necessity 33.27 45 0.74 2.88 .00

Sufficiency 0.30 5 0.06 0.23 .95

Necessity and sufficiency 33.57 50 0.67 2.62 .00

ACD vs. ACDE — — — 1.00 .50

ACE vs. ACDE — — — 0.42 1.00

ADE vs. ACDE — — — 0.97 .54

CDE vs. ACDE — — — 0.84 .73

Five-way conjunction

ABCDE Necessity 35.02 45 0.78 3.03 .00

Sufficiency 0.24 5 0.05 0.19 .96

Necessity and sufficiency 35.26 50 0.71 2.75 .00

ABCD vs. ABCDE — — — 1.00 .50

ABCE vs. ABCDE — — — 0.91 .63

ABDE vs. ABCDE — — — 0.97 .54

ACDE vs. ABCDE — — — 0.95 .57

BCDE vs. ABCDE — — — 0.85 .72

Note: Outcome is membership in the set High Female Labor Force Participation. See the

online appendix for the complete set.

Source: Stryker and Eliason (2003) data for France, Belgium, Germany, Italy, and Denmark,

1977-1994.
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Cumulative Left Cabinet Incumbency (the potential causal factor with

which we began in Figure 1)—was unnecessary for the fit to the causal

sufficiency hypothesis and that shedding that factor revealed that the

remaining explanatory conditions combined fit the causal sufficiency and

necessity hypothesis.

In short, our general approach assumes that the researcher is interested

in obtaining the lowest order, most general sufficient conjunctural (or pos-

sibly single-factor) condition for the outcome (in this case, female labor

force participation) that fits the data at the prescribed Type I error rate.

Thus, the researcher begins with the highest order causal conjunctions (in

our example, the five-way causal conjunction) and tests first the next high-

est order causal conjunctions (in our example, all the four-way causal con-

junctions). If all tests indicate that lower order conjunctions fit the data for

sufficiency as well as the parent higher order conjunction (tests with p

values greater than .05), the researcher repeats the procedure on the next

set of lower order conjunctions (in our example, all the three-way causal

conjunctions).

This strategy enables us to find the lowest order, most general sufficient

conjunctural or single-factor condition producing the outcome. At the

same time, it ensures that if there is a conjunction of factors or a factor

that is necessary and sufficient to produce the outcome, it will be found.

One way to look at this approach then, is that at each step, the researcher

sheds unnecessary (or redundant) conjunctions and conditions from con-

sideration until the most general sufficient (and possibly necessary) condi-

tion from those under consideration is obtained that fits the data.33

Another important point that should be made here has to do with the

nature of goodness-of-fit tests in general. As is often the case when using

goodness-of-fit techniques in other contexts (e.g., with log-linear models

for categorical data analysis), we may find that the data are consistent with

multiple, and perhaps contradictory, hypotheses at the prescribed Type I

error rate. If the empirical tests could not be made more stringent to adju-

dicate among competing hypotheses, we would be left with the task of

obtaining more informative data. Here, however, we show how to make

our goodness-of-fit tests more exacting to more finely adjudicate between

competing hypotheses given a specific set of data.

Comparing five-way, four-way, and three-way conjunctions. Goodness-

of-fit tests given in Table 2 on the highest order five-way conjunction of

potential explanatory factors indicate a strong fit with the hypothesis that

for these data, a conjunction of High Cumulative Left Cabinet Incum-

bency, High Civilian Public Sector Size, High Maternity Leave Support,
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High Support for Public Day Care Ages 0-2, and High Support for Public

Day Care Ages 3 to School Age is sufficient to produce high female labor

force participation (F = 0:19, p= .96, R= 99:67 percent).34 All tests of

the four-way conjunctions compared to the parent five-way conjunction

indicate no evidence in these data to suggest that the more restrictive five-

way conjunction provides a better fit to a causal necessity and sufficiency

hypothesis than do each of the four-way conjunctions. Similarly, while

each four-way conjunction provides a strong fit to the causal sufficiency

hypothesis for these data (see the online appendix for the full set), all tests

of the lower order three-way conjunctions indicate no evidence that the

more restrictive four-way conjunctions provide better fit to the causal

necessity and sufficiency hypothesis than do the three-way conjunctions.

Comparing three-way to two-way conjunctions. This same pattern of fit

for a causal sufficiency hypothesis holds for the three-way conjunctions

when compared to the sets of lower order two-way conjunctions. Addi-

tionally, the three-way conjunction given in Table 2, involving High

Cumulative Left Cabinet Incumbency×High Support for Maternity

Leave×High Support for Public Day Care Ages 3 to School Age (ACE in

Table 2), fits the causal necessity and sufficiency hypothesis for these data

(F = 1:10, p= .37) and is 2.74 times more consistent with these data than

with the null association (R= 73:26 percent). Were we to complete the

analysis at this point, we would conclude that strong government support

for maternity leave and publicly provided day care for older children com-

bined with a strong tradition of left political governance is necessary and

sufficient to produce high female labor force participation. However,

while this hypothesis is consistent with the data, a more thorough analysis

testing this three-way conjunction against the set of nested two-way

conjunctions indicates that the three-way conjunction is unnecessarily

complex.

All two-way conjunctions nested in the three-way conjunction invol-

ving High Cumulative Left Cabinet Incumbency, High Support for Mater-

nity Leave, and High Support for Public Day Care Ages 3 to School Age

(ACE in Table 2) provide a good fit to the causal necessity and sufficiency

hypothesis (AC: F = 1:17, p= .29; AE: F = 1:02, p= .47; CE: F = 0:66,

p= .93). That is, the combination of High Cumulative Left Cabinet Incum-

bency and High Support for Maternity Leave fits the necessary and suffi-

cient causal hypothesis (AC: F = 1:17, p= .29), the combination of High

Cumulative Left Cabinet Incumbency and High Support for Public Day

Care Ages 3 to School Age fits the necessary and sufficient causal

hypothesis (AE: F = 1:02, p= .47), and the combination of High
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Support for Maternity Leave and High Support for Public Day Care Ages

3 to School Age fits the necessary and sufficient causal hypothesis (CE:

F = 0:66, p= .93).

Comparing two-way conjunctions to single factors. We next consider

each individual factor nested within each of these two-way conjunctions.

Here, we have evidence to suggest that the conjunction of High Cumula-

tive Left Cabinet Incumbency and High Support for Maternity Leave pro-

vides a better fit to the causal necessity and sufficiency hypothesis than

does High Support for Maternity Leave alone (C vs. AC: F = 2:02,

p= .01). We also have evidence to suggest that the conjunction of High

Support for Maternity Leave and High Support for Public Day Care Ages

3 to School Age provides a better fit to the causal necessity and sufficiency

hypothesis than does High Support for Maternity Leave alone (C vs. CE:

F = 3:58, p= .00).

Combined, these results suggest that high support for maternity leave

by itself does not influence female labor force participation in the same

way, nor to the same extent, as it does when maternity leaves are offered

in conjunction with a strong tradition of left governance or in conjunction

with publicly provided day care for older children.35 Furthermore, tests

given in Table 2 show that High Cumulative Left Cabinet Incumbency

and High Support for Public Day Care Ages 3 to School Age, both of

which condition the effect of maternity leave on female labor force parti-

cipation, operate separately of one another. This is indicated because the

conjunction of High Cumulative Left Cabinet Incumbency and High Sup-

port for Public Day Care Ages 3 to School Age does not fit the causal

necessity and sufficiency hypothesis better than each factor alone (A vs.

AE: F = 1:05, p= .44; E vs. AE: F = 0:60, p= .96).

Assessing single factors. Finally, we examine fit statistics for each fac-

tor separately, but in the context of the knowledge gained from the analy-

sis of the conjunctions. Keeping the focus on maternity leave, these data

are consistent with a causally necessary, but not sufficient, relationship

between High Support for Maternity Leave and High Female Labor Force

Participation (F = 0:78, p= .60). As shown in the previous assessment of

conjunctions, this further indicates no support in these data for the idea

that maternity leave operates on its own in producing high female labor

force participation.

On the other hand, there is evidence in these data to suggest that High

Civilian Public Sector Size (F = 0:14, p= 1:00) and High Support for

Public Day Care Ages 0-2 (F = 0:38, p= .95) are (separately) sufficient
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to produce high female labor force participation. Combined with analysis

of the conjunctions (see the previous discussion, Table 2, and the online

appendix), there is no evidence in these data to suggest that causal hypoth-

eses involving any conjunction containing either or both of these factors

provide a better fit to the data than each factor separately. Thus, these

results suggest that for these data, High Civilian Public Sector Size and

High Support for Public Day Care Ages 0-2 provide alternative routes to

high female labor force participation.

Finally, we cannot reject the hypothesis that High Cumulative Left Cabi-

net Incumbency is necessary and sufficient for high female labor force parti-

cipation for these data (F = 1:07, p= .40, R= 73:72 percent). We also

cannot reject the hypothesis that High Support for Public Day Care Ages 3

to School Age is necessary and sufficient for high female labor force partici-

pation for these data (F = 0:62, p= .95, R= 82:95 percent).

Adjudicating from among competing (and perhaps contradictory)

hypotheses that fit the data. As mentioned previously, goodness-of-fit

techniques may at times indicate the data are consistent with multiple, and

perhaps contradictory, hypotheses. This is common in nearly all methods

that make use of goodness-of-fit techniques (such as log-linear analysis),

techniques that are well established in many branches of science and are

nearly a century old (e.g., see Stuart et al. 1999, chap. 25). In our case,

there are a number of hypotheses that fit the data—or, equivalently, cannot

be rejected by the data—that are logically inconsistent. For example, it is

not logically possible for high support for maternity leave to be necessary,

and at the same time high support for public day care for younger children

to be sufficient, for high female labor force participation. Similarly, it is

not logically possible for high cumulative left cabinet incumbency to be

necessary and sufficient, and at the same time high support for day care

for older children to also be necessary and sufficient, for high female labor

force participation

Here we demonstrate one strategy enabling our goodness-of-fit method

to more precisely adjudicate between two competing hypotheses, compar-

ing the necessary and sufficient hypotheses involving left governance and

day care for older children. To do this, we assess the sensitivity of each

hypothesis to ever tighter degrees of measurement error, decrementing

that error by 0.01 units from the maximum (midpoint) error of 0.1. The

hypothesis that continues to fit the data under tighter degrees of measure-

ment error indicates the hypothesis more strongly supported by the data.

A maximum measurement error of 0.09 (=0.1-0.01) reveals no distinction

between these two hypotheses. However, a maximum measurement error
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of 0.08 (= 0.1-0.02) leads to a rejection of the hypothesis that High Cumu-

lative Left Cabinet Incumbency is necessary and sufficient for high female

labor force participation. Thus, we find stronger support in these data for

the hypothesis that High Support for Public Day Care Ages 3 to School

Age is necessary and sufficient for high female labor force participation.

More generally, the previous analysis reveals the following patterns in

these data. First, there is no evidence to suggest that five-way or four-way

conjunctions are necessary in explaining high female labor force participation

in these data. The only three-way conjunction worth considering is that invol-

ving High Cumulative Left Cabinet Incumbency, High Support for Maternity

Leave, and High Support for Public Day Care Ages 3 to School Age. While

the evidence for this three-way conjunction in these data is weak, it appears

at least suggestive for subsequent analysis on data involving more countries

and/or time periods. At the least, it suggests that researchers examine this

three-way conjunction in subsequent analysis to identify and interpret effects

of maternity leave provision on female labor force participation.

Second, the separate effects on female labor force participation due to

a strong tradition of left governance and high public provision of day care

for older children may well suggest a process characterized by a causal

chain rather than one characterized by high-order conjunctions or contexts

involving these two factors. While the conjunction does seem to matter

for maternity leave, these two factors appear to operate separately of one

another and also separately in providing a context in which maternity

leave will have an impact. Interpreted against existing research on the wel-

fare state, these findings suggest a causal chain in which a strong tradition

of left governance promotes public day care for older children, which in

turn promotes female labor force participation. A strong tradition of left

governance may also promote strong government support of maternity

leave. However, it appears that these maternity leave programs have a

measurable impact on female labor force participation only in that context,

that is, a state/market context as created from a strong tradition of left gov-

ernance. See Stryker and Eliason (2003) and Stryker, Eliason, and Tranby

(2008) for further elaborations.

An Additional Example: Social Underdevelopment
in Latin America

As part of his in-depth analysis of the lasting impact that Spanish colo-

nialism has had on Latin American development, Mahoney (2003:52)
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explored a set of ‘‘intervening processes’’ through which colonialism may

have shaped ‘‘long-run development.’’ Using fuzzy-set methods, he exam-

ined whether economic and social development or underdevelopment

might be causally related to the presence or absence of a dense indigenous

population, labor-intensive estates, mineral exports, tropical export agri-

culture, and a strong liberal political faction and/or a strong conservative

political faction.

Here, we reexamine some of Mahoney’s (2003, tables 6 and 7) results

using his published data. To simplify, we focus only on the social under-

development outcome, measured based on country-level literacy and life

expectancy rate data. As Mahoney (2003:78) points out, dense indigenous

populations in Latin America ‘‘may have been associated with an exclu-

sionary political elite that was unwilling to invest resources in social

development, such as broad based education initiatives or improvements

in rural sanitation.’’ Similarly, labor-intensive estates may have inhibited

social development because such estates are associated with high levels of

economic inequality and with patronage relations that impede investment

in health care and education for broad segments of society (Mahoney

2003). Political factionalism too may have played a role. With colonial

elites typically divided into factions that are more liberal versus more con-

servative, and liberals promoting not only markets and church-state

separation but also an important state role in development, a strong liberal

faction may have facilitated economic and social development.

Using Ragin’s proportionate z test (discussed previously), Mahoney’s

(2003) analysis revealed that a dense indigenous population is ‘‘usually

necessary’’ for underdevelopment to be present, while the conjunction of

a dense indigenous population with (a) the absence of significant labor-

intensive estates and (b) the absence of strong liberal factions are ‘‘usually

sufficient’’ for social underdevelopment to be present. Mahoney com-

ments that while these results may be ‘‘difficult to interpret, they do sug-

gest that under certain circumstances the presence of a dense indigenous

population may have been usually necessary and sufficient for social

underdevelopment’’ (2003:85). No further empirical analysis is offered to

support this conjecture.

In fact, the proportionate test is not well suited to uncovering empirical

support for a causally necessary and sufficient hypothesis, should that sup-

port be present in the data. In contrast, our goodness-of-fit tests enable

improved empirical detective work.

Table 3 gives select goodness-of-fit statistics and tests on conjunctions

for the outcome ‘‘socially underdeveloped country’’ and the set of factors
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Table 3

Select Goodness-of-Fit and Test Statistics for Mahoney (2003) Data

Factors and Conjunctions Hypothesis SD df MSD F p

Factors Null association 19.74 14 1.32 — —

Dense Indigenous

Population (A)

Necessity 1.45 1 1.45 5.66 .03

Sufficiency 4.32 6 0.72 2.80 .05

Necessity and sufficiency 5.77 15 0.38 1.50 .22

Absence of Labor-Intensive

Estates (B)

Necessity 31.64 8 3.96 15.41 .00

Sufficiency 28.59 4 7.15 27.84 .00

Necessity and sufficiency 60.23 15 4.02 15.64 .00

Mineral or Tropical

Exports (C)

Necessity 5.04 4 1.26 4.90 .01

Sufficiency 23.26 9 2.58 10.06 .00

Necessity and sufficiency 28.29 15 1.89 7.35 .00

Absence of Strong

Liberals (D)

Necessity 20.09 9 2.23 8.69 .00

Sufficiency 1.65 2 0.82 3.20 .07

Necessity and sufficiency 21.73 15 1.45 5.64 .00

Strong Conservatives (E)

Necessity 9.58 5 1.92 7.46 .00

Sufficiency 6.65 6 1.11 4.32 .01

Necessity and sufficiency 16.22 15 1.08 4.21 .00

Select two-way

conjunctions

AB Necessity 32.62 8 4.08 15.88 .00

Sufficiency 0.48 1 0.48 1.86 .19

Necessity and sufficiency 33.09 15 2.21 8.59 .00

A vs. AB — — — 0.17 1.00

B vs. AB — — — 1.82 .13

AC Necessity 5.04 4 1.26 4.90 .01

Sufficiency 2.86 5 0.57 2.23 .10

Necessity and sufficiency 7.90 15 0.53 2.05 .09

A vs. AC — — — 0.73 .73

C vs. AC — — — 3.58 .01

AD Necessity 20.09 9 2.23 8.69 .00

Sufficiency 0.00 0 — — —

Necessity and sufficiency 20.09 15 1.34 5.22 .00

A vs. AD — — — 0.29 .99

D vs. AD — — — 1.08 .44

(continued)
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Dense Indigenous Population, Absence of Labor-Intensive Estates,

Mineral or Tropical Exports, Absence of Strong Liberals, and Strong Con-

servatives. The full set of fit statistics and tests on the conjunctions are

given in the online appendix. For definitions and measures of causal and

outcome factors, see Mahoney (2003).

We are particularly interested in comparing Mahoney’s (2003) results

on the proportionate test described previously against the results suggested

in Table 3 using our goodness-of-fit tests. In comparing the results, three

things are important to keep in mind. First, while our goodness-of-fit tests

take into account the distance of each case from that expected under some

causal hypothesis, the proportionate test is insensitive to that distance.

Second, while our goodness-of-fit tests are based on measurement error,

the proportionate test is based on sampling error. Third, the language and

logic buttressing the proportionate test rest with rather arbitrary conven-

tions linking arbitrarily derived sharp cutoffs in the proportion of cases

consistent with some hypothesis (e.g., .65) to rather arbitrary terms (e.g.,

‘‘usually’’) to describe the causal relations. In contrast, the language and

logic buttressing our goodness-of-fit tests rest on the firm foundation of

Neyman-Pearson hypothesis testing. Nearly 100 years of research from all

areas of science rely on this foundation in assessing whether empirical

information is consistent with some hypothesis (Stuart et al. 1999). Differ-

ences between our results and subsequent substantive conclusions and

those of Mahoney stem from these distinctions.

Tests on lower order conjunctions against higher order parent conjunc-

tions indicate that for these data, we need not consider higher than two-

way conjunctions. (The full set of test statistics is given in the online

appendix.) Table 3 presents the two-way conjunctions informing the com-

parison of results involving the condition Dense Indigenous Population.

Table 3 (continued)

Factors and Conjunctions Hypothesis SD df MSD F p

AE Necessity 9.58 5 1.92 7.46 .00

Sufficiency 2.86 5 0.57 2.23 .10

Necessity and sufficiency 12.44 15 0.83 3.23 .01

A vs. AE — — — 0.46 .93

E vs. AE — — — 1.30 .31

Note: Outcome is membership in the set Socially Underdeveloped Country. See the online

appendix for the complete set.
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Our goodness-of-fit tests suggest that the conjunction of a Dense Indigen-

ous Population with the Absence of Labor-Intensive Estates fits the causal

sufficiency hypothesis for these data (F = 1:86, p= .19). This is consis-

tent with Mahoney’s (2003) findings.

However, whereas Mahoney suggested that the effects of a dense indi-

genous population and an absence of labor estates may operate in combina-

tion, when we test each factor— Dense Indigenous Population and Absence

of Labor-Intensive Estates—against the conjunction of the two factors, we

find that the conjunction does not provide a better fit than does each factor

separately (A vs. AB: F = 0:17, p= 1:00; B vs. AB: F = 1:82, p= .13).

Thus, density of the indigenous population and labor-intensive estates oper-

ate separately in inhibiting social development in Latin America. Based on

our analyses, the same conclusion can be drawn with respect to the density

of the indigenous population and the absence of strong liberal factions or

the presence of strong conservative factions. That is, neither of the two-way

conjunctions combining Dense Indigenous Population with the presence of

Strong Conservatives or with the Absence of Strong Liberals provides a bet-

ter fit to the data than does each factor alone.

Comparing our results to Mahoney’s (2003) so far highlights differ-

ences between the goodness-of-fit and proportionate tests and differences

in what is revealed to the researcher. An even more telling difference

between our results and Mahoney’s is revealed when we examine the con-

junction of a dense indigenous population with the presence of mineral or

tropical exports. In Mahoney’s analysis, this conjunction does not pass the

proportionate test for causal sufficiency. In contrast, our analysis shows

that the conjunction of a dense indigenous population with the presence of

mineral or tropical experts is sufficient for social underdevelopment.

Figure 3 shows the conjunction of a dense indigenous population and

mineral or tropical exports plotted against social underdevelopment. Put-

ting aside for a moment that the proportionate test is based on sampling

error, notice that any test based on the proportion alone will treat each

case below the diagonal as providing equal weight against the causal suf-

ficiency hypothesis. Of cases below the diagonal, those closer to the

diagonal—closer to that expected under the hypothesis of causal

sufficiency—weigh just as much against the hypothesis of causal suffi-

ciency as those further from the diagonal—further from that expected under

the hypothesis of causal sufficiency. Whereas the proportionate test is insen-

sitive to these distances, the goodness-of-fit F tests take these distances,

along with the number of cases inconsistent with some causal hypothesis,

into account.36 Thus, although there are 5 cases out of 15 (33.3 percent)
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below the diagonal, the mean squared distance of 0.57 is entirely consistent

with the hypothesis of causal sufficiency given the specified degree of mea-

surement error and a Type I error rate of .05.

Now examine the cases above the diagonal. These cases are inconsis-

tent with the causal necessity hypothesis. There is 1 fewer case inconsis-

tent with the causal necessity hypothesis (4 out of 15 cases, 26.6 percent)

than was so for the causal sufficiency hypothesis (5 out of 15 cases, 33.3

percent). This suggests that the proportionate test would indicate that the

data are a better fit to the hypothesis of causal necessity than to the

hypothesis of causal sufficiency. But when we examine the mean squared

distance of the 4 cases from the distance expected under causal necessity,

Figure 3

Fuzzy-Set Graph Showing Relation Between Membership in Set

Socially Underdeveloped Country and the Conjunction of Membership

in Sets Dense Indigenous Population and Presence of Mineral

or Tropical Exports
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Note: Of the 15 cases, there are 2 cases plotted at the (1, 1) coordinates and 2 cases plotted at

the (0, 0) coordinates. Thus, only 13 plot marks of the 15 cases are visible.

Source: Data from Mahoney (2003).
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our mean squared distance of 1.26 is too large given the specified degree

of measurement error and a Type I error rate of .05. If we were to quit at

this point, we would reject the hypothesis of causal necessity for these

data. However, we still need to examine the goodness-of-fit statistics for

the hypothesis of causal necessity and sufficiency combined.

When we examine these last goodness-of-fit statistics, we find that the

combined weight of all 15 cases suggests that we cannot reject the hypoth-

esis of causal necessity and sufficiency for these data (F = 2:05, p= .09).

Why should this be so, when we just observed an apparent lack of fit for

the hypothesis of causal necessity itself? The answer lies with the amount

of empirical content—the number of cases in the data—taken into account

when testing for causal necessity, causal sufficiency, and causal necessity

and sufficiency combined. Whereas tests for causal necessity and suffi-

ciency take into account only the number and distance of cases above and

below the main diagonal, respectively, the test for causal necessity and

sufficiency combined takes into account the combined empirical content

from all 15 cases.

In short, the conclusion to be drawn from comparing the test for causal

necessity alone to that for causal necessity and sufficiency reflects well

the reality—and ambiguity—of these data. That is, while the 2 outlying

cases circled in Figure 3 weigh heavily against the causal necessity

hypothesis alone, when considered against the combined weight of all the

data, these 2 cases are not sufficiently distant nor are they sufficient in

number to outweigh the other 13 cases in testing the combined causal

necessity and sufficiency hypothesis.

There is one additional set of conclusions to be drawn from our goodness-

of-fit statistics for two-way conjunctions. That is, we have evidence in these

data to suggest that the conjunction of the presence of Mineral or Tropical

Exports with a Dense Indigenous Population provides a better fit to the

causal necessity and sufficiency hypothesis than does the presence of

Mineral or Tropical Exports alone (C vs. AC: F = 3:58, p= .01). How-

ever, the same is not true when testing this conjunction against the pre-

sence of a Dense Indigenous Population alone. That is, the conjunction of

Mineral or Tropical Exports with a Dense Indigenous Population does not

provide a better fit to the causal necessity and sufficiency hypothesis for

these data than does the more general condition involving the presence of

a Dense Indigenous Population alone (A vs. AC: F = 0:73, p= .73). In

sum, for these data, the presence of a dense indigenous population is

strongly related to social underdevelopment independently and regardless

of the context of other potential causal factors considered.
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Figure 4 shows the biplot for this relationship. Although caution is war-

ranted with any visual inspection, it appears that the information in Figure

4 provides some support for a causally necessary and sufficient relation

between the presence of a dense indigenous population and social under-

development in Latin American countries. In fact, an examination of the

fit statistics for the main factors suggests that the causal necessity and suf-

ficiency hypothesis involving the presence of a Dense Indigenous Popula-

tion fits these data well (F = 1:50, p= .22). Moreover, the relative

consistency measure of 77.38 percent indicates further that these data are

3.42 times more consistent with this hypothesis than with the hypothesis

of no association. This in turn provides the solid empirical support that

Mahoney (2003) himself could not provide for his conjecture about the

Figure 4

Fuzzy-Set Graph Showing Relation Between Membership in Sets

Socially Underdeveloped Country and Dense Indigenous Population
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Note: Of the 15 cases, there are 2 cases at the (1, 1) coordinates, 2 cases at the (.83, .83) coor-

dinates, 2 cases at the (.5, .5) coordinates, 2 cases at the (0, 0) coordinates, and 2 at the (1,

.67) coordinates. Thus, only 10 plot marks of the 15 cases are visible.

Source: Data from Mahoney (2003).
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causally necessary and sufficient role that density of the indigenous popu-

lation plays in shaping social underdevelopment in Latin America.

In sum, once armed with tools provided by the goodness-of-fit F tests

and tests for conjunctions demonstrated in this article, we are able to pro-

vide a more nuanced and precise fuzzy-set empirical analysis of possible

causal factors shaping social underdevelopment in Latin America than

was Mahoney (2003) with the tools he had available. Above all, we are

able to assess empirically the fit of the data to a relationship of causal

necessity and sufficiency combined. Because the proportionate z test can-

not assess the fit of the data to this type of relationship, Mahoney was con-

strained to leave as speculative a substantively important hypothesis that

can, in fact, be supported empirically by applying fuzzy-set methodology

to Mahoney’s data. This highlights perhaps the most significant strength

of our goodness-of-fit approach relative to the prior proportionate test

approach.

Conclusions

Fuzzy-set ideas and methods have already provided researchers with

powerful tools to explore and better understand social phenomena. In this

article, we helped to strengthen this young tradition by buttressing and

extending in significant ways Ragin’s (2000) use of fuzzy-set methods to

assess causal hypotheses through controlled comparison of cases. We did

so by (a) formally accounting for measurement error in fuzzy-set scores,

(b) providing precise measures of the distance and consistency of the

information in a fuzzy-set graph from specific causal arguments and an

argument of no association, and (c) constructing goodness-of-fit F tests

and tests on conjunctions. Perhaps most important, our goodness-of-fit

tests and the logic underlying those testing procedures established a firm

inferential foundation for fuzzy-set methodology. This foundation is no

different from that supporting countless empirical research studies in

sociology—and in science in general—based on Neyman-Pearson-type

hypothesis testing. Our foundations and extensions of fuzzy-set methods

also clearly indicate that these methods are not susceptible to key criti-

cisms previously aimed at QCA and related methodologies. Thus, sugges-

tions that general QCA methodology—of which fuzzy-set methods are

part—cannot usefully apply a probabilistic approach or deal with errors in

data are misguided (Lieberson 1994:1225; see also Lieberson 1991; Sobel

1995).
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Aside from placing fuzzy-set methodology on a firmer inferential foot-

ing, our goodness-of-fit tests provide more information to the researcher

on the fit of causal hypotheses to the data than does the proportionate test

currently in use. This is in part because our tests make explicit use of the

distance of each case from that expected under some causal hypothesis

and in part because our framework provides a test for the causal necessity

and sufficiency hypothesis. That the proportionate test leaves the

researcher blind to some relations suggested by the data is highlighted by

our example building on Mahoney’s (2003) results, comparing them with

the results suggested by our goodness-of-fit methodology. Additionally,

our descriptive measures provide a comparison between the distance of

the data from each causal hypothesis and from the hypothesis of no asso-

ciation. Rarely do those using the proportionate z test compare patterns in

the data to that expected under a null relationship. This too leaves the

researcher blind to some patterns in the data, as some data may be more

consistent with the null relationship hypothesis than with any of the causal

hypotheses.

Finally, we provide a clear testing procedure with which to assess

higher order conjunctions against lower order conjunctions and single

conditions or factors. These tests are invaluable in that they allow the

researcher to assess the degree of causal complexity supported by the data.

In addition, researchers can use these tests to assess whether data are more

consistent with a conjunctural causal relationship, with one involving a

causal chain including sequential nonconjunctural (independent) condi-

tions, or with a combination of the two. In using the goodness-of-fit tests

and tests on conjunctions to distinguish among these types of causal rela-

tions, researchers have a powerful tool to help assess empirical social

processes.

Notes

1. See the many useful contributions listed on the Comparative Methods for the Advance-

ment of Systematic Cross-Case Analysis and Small-N Studies Web site (http://www.com-

passs.org) and those found in the special issue of Sociological Methods & Research (Ragin

and Pennings 2005) devoted to fuzzy-set methodology.

2. For valuable insights into the methodology of necessary conditions, see Braumoeller

and Goertz (2000, 2003), Ragin (2003), and other useful contributions found in the edited

volume by Goertz and Starr (2003).

3. See Stuart, Ord, and Arnold’s (1999) useful discussion of the Neyman-Pearson theory

of hypothesis testing (particularly chapters 20, 21, 22, and 26) and its relation to other meth-

odologies (e.g., Bayes).
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4. This lineage extends at least back to Mill’s ([1843] 1967) work on causal logic.

Although rarely brought to the front of these discussions, Mill’s causal logic is distinct from

the manipulative counterfactual account of cause (Holland 1986; Marini and Singer 1988;

Sobel 1995, 1996). Rather than enter into what is often an endless, fruitless debate on which

of these logics is more flawed, we instead assume that researchers are already informed of the

advantages and limitations in both. We likewise assume that Ragin’s (2000) reformulation of

Mill’s causal logic is reasonably suited to the research question of interest. See Sobel (1995,

1996) and Holland (1986) for informative treatments and Marini and Singer (1988) for a

helpful introduction.

5. For strict adherence to the logic, the empirical content of a case relates not to the prob-

ability that some cause or outcome may be observed, but rather to the degree to which a case

belongs to the set defined by the causal condition and the set defined by the outcome, thus

providing evidence of the cause and of the outcome, respectively. For some purposes, this

distinction is crucial. However, here it does little if any damage to consider the ‘‘likelihood

of observing’’ and the ‘‘degree of belonging to a set’’ as nearly interchangeable. Indeed, some

have argued that membership scores are in fact conditional probabilities, the probability that

a randomly chosen observer (researcher) will claim that a specific observation (case) belongs

to a specific set (causal condition or outcome). See Loginov (1966) for an articulation of this

view of membership scores; see Zadeh (1995) for an opposing view.

6. For details, see Stryker and Eliason (2003); for subsequent extensions, including com-

bining fuzzy-set methods with estimation of complier average causal effects, see Eliason,

Stryker, and Tranby (2008).

7. At first glance, it may appear that what we develop here is similar to Ragin’s (2006)

measures of consistency. However, while our approach develops an inferential foundation for

assessing goodness of fit, Ragin’s measure of consistency is instead a purely descriptive mea-

sure indicating the degree to which the data are consistent with either necessity or sufficiency.

While this is a useful descriptive measure, it fails as an inferential tool in that there is no

known expected distribution for Ragin’s consistency ratios, assuming necessity or sufficiency

holds for a specific collection of cases. Instead, there is a single value—namely, 1—that the

data should conform to were they completely consistent with necessity or sufficiency

(depending, of course, on the measure being calculated). Beyond that, these measures provide

only a descriptive account of the proportion of the fuzzy scores consistent with some causal

argument and cannot be used in an inferential manner as with our goodness-of-fit tests.

8. Ragin (2000:223-26) does address measurement error through an adjustment factor on

the rule governing consistency with some causal argument. Using this adjustment could very

well affect the proportion of cases considered inconsistent with some causal argument, giving

what may be considered a measurement-adjusted proportion. Nevertheless, the standard error

used to obtain the z test on the adjusted proportion still does not reflect measurement error.

Rather, it reflects the sampling error in the newly adjusted proportion.

9. Another drawback worth mentioning is not so much in the proportion itself, but rather

in using arbitrary descriptors attached to arbitrary values on the proportion to convey the

strength of the causal relationship. This is similar to the ill-advised practice of attaching arbi-

trary descriptors to the r2 in some regression models. For example, it is unclear why a propor-

tion of .65 refers to the label ‘‘usually’’ when describing the causal relation (e.g., Ragin 2000;

Mahoney 2003). In this case, both the proportion and the label are arbitrary. We might just as

well claim that a proportion of .64 (or .643, should we desire more precision) constitutes

‘‘usually’’ or that we prefer to use ‘‘typically’’ to refer to a proportion of .65 instead of
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‘‘usually.’’ Moreover, given that fuzzy-set scores reflect degree of membership in the set

given by the causal condition or the outcome, and given that to assess a causal relation the

subset principle is applied to those membership scores, the proportion of cases consistent

with some causal hypothesis in a fuzzy-set graph does not reflect the proportion of times that

the causal relation holds in the data. So even if all researchers agreed on labeling conven-

tions, attaching descriptors such as ‘‘X sufficient’’ or ‘‘X necessary’’ when Y percent of the

cases are consistent with the corresponding causal hypothesis conveys misleading informa-

tion about the causal relation as suggested in the fuzzy-set analysis. Interestingly, fuzzy-set

researchers have developed a detailed calculus around what they call fuzzy probabilities—

words such as ‘‘usually’’ that reflect a subjective probability or range of probabilities (e.g.,

Zadeh 1995). To use such fuzzy probabilities as ‘‘usually’’ in a rather arbitrary way thus

appears inconsistent with the theoretical and logical foundations of fuzzy-set methodology as

developed in other areas of science.

10. This logic is used in linear statistical models to establish the so-called null model. But

it also is used in nonlinear statistical models to do the same. It is used in other nonlinear sys-

tems analyses as well. In short, there is nothing inherently linear about the logic. Fuzzy-set

analysis, qualitative comparative analysis, and the causal analysis of sufficiency and necessity

in general may be considered a very general nonparametric model of a general nonlinear

system.

11. While these goodness-of-fit tests do not assess coverage as described by Ragin

(2006), our test for necessity and sufficiency can be considered a test for Goertz’s (2006)

notion of relevance. Specifically, any goodness-of-fit test for necessity and sufficiency is

necessarily a test for a highly relevant necessary condition. See Goertz for details.

12. While Ragin (2000) and others (e.g., Mahoney 2003) suggest a coding strategy for

fuzzy-set membership scores based on an ordinal semantic structure, the membership scores

themselves derive from the continuous range [0, 1]. Foundational fuzzy-set theories from

which fuzzy-set membership scores derive consider these scores continuous on the range [0,

1] (e.g., Klement, Puri, and Ralescu 1986).

13. Importantly, that zx(i) and zy(i) derive from a standard unit normal distribution with

zero mean and unit variance is not an untestable assumption but is true by definition of the

transformation on the function F�1 ·f g. One could, of course, induce some other mean and/

or variance on either set of normalized fuzzy-set scores. Or for that matter, one could impose

an entirely different distributional form (e.g., log-normal or gamma distribution). However,

we would still need to transform these nonstandardized, perhaps nonnormal, scores into their

standardized normal form to calculate the goodness-of-fit F tests to be discussed later. This is

a transformation of a fuzzy random variable whose resulting distributional properties are

known by definition of the transformation itself. It is not some untestable assumption such as

one may encounter in the case of, for example, properties assumed for some error term for

some statistical model that are required, in turn, for properties of an estimator to hold. More-

over, no assumptions need be made on the fuzzy-set scores xi or yi, except that they fall in

the range [0,1]. This is always the case for the type of fuzzy-set analysis discussed here. See

DeGroot (1986, chap. 3) and Stuart and Ord (1987, sec. 6.27) for general introductions to

transformations on random variables. See Puri and Ralescu (1985) for useful discussion, deri-

vations, and theorems on normally distributed fuzzy random variables.

14. Other distances or loss functions—for example, one based on absolute deviations—

may be of interest. However, the Euclidean distance provides the actual unit distance between

any two (normalized) points in an xy biplot, such as those used in fuzzy-set analysis. Thus the
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Euclidean distance is a natural choice to measure the collective distance of the points in the

plot from that expected under some argument. We use and report the squared Euclidean dis-

tances for the normalized scores, as these provide the component information for the relative

distance measures we use and the basis for the goodness-of-fit F tests.

15. Note that we follow standard conventions where uppercase letters refer to random

variables and lowercase letters refer to observations on a random variable.

16. While fuzzy-set membership scores themselves can be thought of as reflecting mea-

surement error, that error is with respect to membership of a case in some set and not with

respect to the scores themselves. Instead, our goodness-of-fit tests can be thought of as cap-

turing the degree of measurement variability in the scores themselves due to disagreements

and other perturbations in the research community about coding cases.

17. We are grateful to one reviewer for pointing out that measurement error itself can be

considered from a fuzzy-set theoretic standpoint. This appears to be a fruitful avenue for

future research.

18. Proof of Theorem 4.1 given in Puri and Ralescu (1985) shows that the difference of a

normal fuzzy random variable and its expected value is normally distributed, insofar as the

expected value in the domain of support of the normal fuzzy random variable is bounded

(i.e., not infinite). So treating zx(i) as the expected value of a normal fuzzy random variable

zy(i) also results in (zy(i) � zx(i)) being normally distributed.

19. We would like to point out that it was after reading the first draft of our attempt to

provide a sound inferential infrastructure for fuzzy-set analysis that Sheldon Stryker encour-

aged us to more fully develop the goodness-of-fit tests described here. Because of this, we

warmly dedicate this F statistic to him and suggest it be referred to as Sheldon’s F statistic in

future work (rather than Stryker’s F statistic, as one of the authors shares his last name).

20. Importantly, this independence assumption is not an ‘‘independence of observations’’

assumption. Rather, it is an assumption about the independence of (a) the function in the

numerator based on the expected relationship from (b) the denominator that is a function of

the errors. Simply put, the numerator and denominator need to be independent for the ratio to

have the expected F distribution under the null hypothesis. See Stuart and Ord (1987) on this

property for the central F ratio, which is the ratio of two independent w2 random variables.

21. See Weisberg (1985:89-91) for similar derivations for the goodness-of-fit F test in the

context of a regression model with repeated measures.

22. It is interesting to note here that a highly relevant necessary condition, as suggested in

Goertz (2006), is one that is in fact necessary and sufficient. From this, a test of a necessary

and sufficient condition is necessarily a test of a highly relevant necessary condition as

defined by Goertz. Therefore, developing the inferential apparatus as we do here for neces-

sary and sufficient conditions in fuzzy-set analyses at the same time does so for highly rele-

vant necessary conditions as well.

23. Note that the expected values of the errors need not be zero.

24. A Type I error rate often refers to the rate of incorrectly rejecting the null hypothesis

over repeated samples from some population. However, it may also refer to the rate of incor-

rectly rejecting the null hypothesis when the data actually do derive from, or exhibit, the rela-

tionship posited by the null hypothesis allowing for a specified degree of measurement error

(or, equivalently, precision in measurement instrumentation). This latter interpretation of the

Type I error rate, often associated with experimental designs in the physical sciences, is con-

sistent with our goodness-of-fit test.
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25. See Morgan and Winship (2007) for an extensive and insightful treatment of this

work.

26. However, see Eliason et al. (2008) for methods combining the two causal traditions.

27. Importantly, the descriptive measure R requires no assumption about normality, linear-

ity, or any equation underlying the relationship between fuzzy-set scores on the outcome and

on the hypothesized cause. R simply gives the proportion of empirical information consistent

with a specific causal argument, relative to the total empirical information in the graph. This

measure, while sharing some general features with the R2 for linear models, has more in com-

mon with concentration and entropy measures used in conjunction with general likelihood-

based modeling. See Eliason (1993) for details on these likelihood-based measures.

28. There are parallels between this and the formalization of theoretical scope conditions

as presented by Walker and Cohen (1985). Although Walker and Cohen elaborate their ideas

in a very different context, it is nevertheless true that higher order conjunctural conditions

necessarily restrict the scope of some theory beyond that posited by lower order conjunctions

or main conditions and factors. Testing the higher order conjunction against the lower order

conjunction or main conditions/factors thus provides a test of the scope of some theory. We

leave elaboration and exploitation of this connection to further work.

29. The choice of x1 or x2 is arbitrary, as the results subsequently apply equally to testing

either x1 or x2 against the conjunction of x1 and x2.

30. Corresponding sets or conditions are given in parentheses.

31. See Stryker and Eliason (2003) for details on these fuzzy sets and for specific substan-

tive hypotheses, elaborations, and comparisons of results including and excluding the British

data. For an extended discussion of the potentially conflicting incentives on female labor sup-

ply built into maternity leave programs of different levels of generosity combined with differ-

ent lengths of duration, see Eliason et al. (2008).

32. While these fit statistics may be obtained using standard spreadsheets such as Excel,

we have written and made available for free a computer program to facilitate calculation of

these statistics. Please send an email to seliason@email.arizona.edu for more information and

to download the program.

33. This is true because conjunctions are represented by the minimum fuzzy-set score of

the set of scores on the factors making up the conjunction. Thus, as unnecessary components

(whether unnecessary lower order conjunctions or single factors) are stripped away from a

higher order conjunction that gives a sufficient relation with the outcome, we necessarily get

ever closer to a necessary and sufficient relation, were one to exist in the data.

34. The relative consistency measures, R, are not presented in Table 2, although these are

readily calculated from the distances given in Table 2.

35. As welfare state researchers point out, maternity leave, day care, and other family

policies were enacted at different times for different reasons in different countries. Already

by the 1960s, Scandinavian countries were concerned with supporting female employment,

but other countries were motivated more by population, health, or education concerns than

with promoting or supporting mothers’ labor force participation (for more discussion, see,

e.g., Gauthier 1996; Eliason et al. 2008). For discussion of the causal import of day care for

children 0-2 years, and comparison of the impact on female labor force participation of day

care for older and younger children in the data we use here and also in a much larger set of

advanced capitalist democracies over a longer time frame, see Stryker and Eliason (2003)

and Eliason et al. (2008).
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36. The numerator in the test statistic itself reflects the distance; the number of cases

inconsistent with some hypothesis and the total number of cases are reflected in the test statis-

tic as well as in the numerator and denominator degrees of freedom, respectively.
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